
IEEE TRANSACTIONS ON CYBERNETICS, VOL. 52, NO. 5, MAY 2022 2735

Integrated Channel-Aware Scheduling and
Packet-Based Predictive Control for Wireless

Cloud Control Systems
Pengfei Li , Member, IEEE, Yun-Bo Zhao , Senior Member, IEEE, and Yu Kang , Senior Member, IEEE

Abstract—The scheduling and control of wireless cloud con-
trol systems involving multiple independent control systems and
a centralized cloud computing platform are investigated. For
such systems, the scheduling of the data transmission as well as
some particular design of the controller can be equally impor-
tant. From this observation, we propose a dual channel-aware
scheduling strategy under the packet-based model predictive con-
trol framework, which integrates a decentralized channel-aware
access strategy for each sensor, a centralized access strategy for
the controllers, and a packet-based predictive controller to sta-
bilize each control system. First, the decentralized scheduling
strategy for each sensor is set in a noncooperative game frame-
work and is then designed with asymptotical convergence. Then,
the central scheduler for the controllers takes advantage of a
prioritized threshold strategy, which outperforms a random one
neglecting the information of the channel gains. Finally, we prove
the stability for each system by constructing a new Lyapunov
function, and further reveal the dependence of the control system
stability on the prediction horizon and successful access prob-
abilities of each sensor and controller. These theoretical results
are successfully verified by numerical simulation.

Index Terms—Channel-aware scheduling, model predictive
control, noncooperative game, packet-based control.

I. INTRODUCTION

W IRELESS networked control systems (WNCSs), that
is, control systems with their sensing and control data

being transmitted through wireless communication networks,
have received increasing attention from both the academia and
industry communities in recent years [1]. With the fast devel-
opment of cloud computing that “centralizes” the computing
resources and wireless communication technologies, such as
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5G, that enables much reliable data transmission at much lower
latency, a technical trend of WNCSs is observed, where the
local controller is being moved to the cloud side and the whole
system, which may contain a large number of independent
control systems, is “cloud” controlled, hence the name “wire-
less cloud control systems” (WCCSs) [2], [3]. The existing
examples of WCCSs can be found in unmanned aerial vehi-
cle supervisory control [4], underwater vehicle navigation [5],
etc., and more applications are expected in the near future.

WCCSs have their distinct features compared with con-
ventional WNCSs. First, in any WCCS, it is natural to have
multiple independent control systems to be controlled; sec-
ond, these control systems have to compete for the access of
the limited wireless communication channels for data trans-
mission; and finally, all controllers are implemented at the
cloud side using the shared cloud computing resources. These
distinct features bring unique challenges for the design and
analysis of WCCSs. Indeed, individual control systems in
WCCSs can be greedy for accessing the communication chan-
nel since for each of them more data transmission usually
means better control system performance. However, the capac-
ity of the wireless channel is always limited, meaning that the
aforementioned needs cannot be satisfied at no cost. Hence, an
efficient channel scheduling strategy over the control systems
can be vital for successfully designing WCCSs.

Typical scheduling strategies can be either centralized or
decentralized, where the former assumes a scheduler/network
manager with global knowledge while the latter does not [6].
The centralized scheduling strategies, whether they are
periodic [7], [8]; stochastic [9]; state based [10]; channel
aware [11]; or control/scheduling co-designed [12]–[14], are
collision free, thanks to the available global information. On
the other hand, in the absence of the global information, to
avoid possible collisions is the key in the design for adaptive
event-triggered [15] or channel-aware [16], [17] decentral-
ized scheduling strategies, and the convergence property for
such decentralized strategies is usually analyzed by stochas-
tic approximation [15] or Lagrange duality arguments [16].
Neither the classic centralized nor the decentralized schedul-
ing strategies are the ideal candidate for scheduling channel
access in WCCSs, due to the fact that the global information in
WCCSs is either perfect (as required by centralized schedul-
ing) or nonexistent (as in the case of decentralized scheduling).
Indeed, in WCCSs, the system information and the channel
conditions of all control systems may be available to the shared
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cloud computing platform (cloud side) while only the individ-
ual information is available for each sensor. This fact means
that for scheduling channel access in WCCSs, centralized
approaches for both sensors and controllers can be infeasible
while decentralized ones can be too conservative. Moreover,
a simple separate design of the decentralized strategy for the
sensor and the centralized one for the controller inevitably
brings challenges in our endeavor to ensure system stability;
hence, the need for a new scheduling strategy that takes con-
sideration of these characteristics and stability requirements of
WCCSs.

In this work, we propose a novel dual scheduling strat-
egy under the packet-based predictive control framework. The
scheduling strategy incorporates a distributed threshold strat-
egy for sensors and a centralized prioritized threshold strategy
for controllers. As a result, the available information at the
sensor side and the cloud side is utilized; hence it is suit-
able for WCCSs. To implement the strategy, one core issue
is to assign appropriate access probabilities for each sen-
sor and controller. This is achieved by a joint design with
packet-based model predictive control (PBMPC), which opti-
mizes the control performance by considering the state and
control constraints on the one hand and actively compensat-
ing for the packet losses induced by the scheduling strategy
and transmission errors by the packetized transmission on the
other.

We also construct a new Lyapunov function that depends
on the actual state and the estimated state-based optimal con-
trol sequence for the closed-loop stability analysis, since the
proposed scheduling and control algorithms bring great chal-
lenges for most existing Lyapunov functions, due to the fact
that each system is featured by a constrained nonlinear system
model and two-channel random packet losses. To be specific:
1) the commonly used quadratic function with linear matrix
inequality techniques suitable for linear systems [18], [19]
cannot be applied to the nonlinear case; 2) different from
the optimal cost function (OCF) form the Lyapunov function
in [20]–[24] (where no packet losses or one-channel packet
losses are considered), the OCF in this work relies on the
estimated state rather than the actual one and, thus, cannot
serve as a Lyapunov function; and 3) the Lyapunov function
constructed based on an auxiliary optimal control problem
in [25] also fails because the analysis builds on the bound-
edness of consecutive packet losses, but in our work, the
time interval between two successful transmissions may be
unbounded.

The contributions of this work are summarized as follows.
1) A distributed threshold strategy is designed for each sen-

sor, which is energy efficient in the long run, adaptive to
the changes of channel environment, and does not need
any strategy update parameters sent from the remote
centralized access point [16] or network manager [15].

2) A prioritized threshold strategy is designed for the
controllers, which, in contrast to the typical central-
ized strategies, for example, round robin [8], try-once-
discard [26], and random [9], can achieve a higher
successful access rate by blocking the transmissions
under bad channel condition.

3) A new construction method is provided for the Lyapunov
function, bringing two advantages: a) it is capable of
handling the two-channel random packet losses com-
pared with the one in [23] and b) it results in more
refined stability criteria without using the control input
bound compared with the one in [25].

4) The quantitative relationship of the stability to the
prediction horizon and the two-channel successful access
probabilities (SAPs) is established, which general-
izes the result of one-channel packet losses case in
[21] and [23].

The remainder of this article is organized as follows.
Section II formulates the problem of interest. Section III
presents the design of the scheduling strategy and PBMPC
scheme. The convergence and stability analysis are demon-
strated in Section IV. Section V illustrates the effectiveness of
the proposed approach and Section VI concludes this article.

Note that an earlier limited version of this work was
reported elsewhere [27], in the absence of the dual scheduling
strategy as well as the comprehensive system analysis.

Notations: Throughout this article, Z0 and R≥0 denote the
sets of non-negative integers and reals, and R

n represents
the n-dimensional Euclidean space. 0n and In denote the n×
n-dimensional zero matrix and identity matrix, respectively.
xT and ‖x‖ denote the transpose and the Euclidean norm of
the vector x, respectively. For strategy x, y ∈ [0, 1]n, x ≤ y if
xi ≤ yi ∀i, and x < y if there exists at least one i such that
xi < yi and xj ≤ yj for j �= i. The operator 1{A} denotes the
indicator function that evaluates to 1 when A is true and 0
otherwise. The floor function is denoted as 	.
, and P and E

are used for probability and expectation.

II. PROBLEM FORMULATION AND PRELIMINARIES

The considered WCCS is illustrated in Fig. 1, where n inde-
pendent control systems are remotely controlled by centralized
controllers implemented at the cloud computing platform and
the information exchanges of both the sensing data and the
control data are through wireless channels, which are called
the measurement channel (from the sensor to the controller)
and the control channel (from the controller to the actuator),
respectively. The sensors are power limited.

The plant of the control system i (i = 1, . . . , n) is described
by the following discrete-time nonlinear model:

xi(k + 1) = fi(xi(k), ui(k), wi(k)), xi(0) = xi0 (1)

where xi(k) ∈ R
ni and ui(k) ∈ Ui ⊂ R

ri are the state and
the control input, respectively; Ui is a compact set contain-
ing origin in its interior; and wi(k) ∈ R

mi is the independent
and identically distributed (i.i.d.) disturbance with arbitrary
distribution and E{‖wi‖s} ≤ ds

i < ∞.
Note that any data transmitted through both the measure-

ment and control channels can be lost due to the imperfect
wireless communication. Hence, to describe the considered
WCCS in its closed-loop form, how the sensing data for each
system are transmitted through the measurement channel, and
how the control data for each system are transmitted through
the control channel, have to be carefully identified.
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Fig. 1. Illustrating the system structure of wireless cloud control systems,
where the controllers of all systems are implemented at the cloud computing
platform. hsi/hci (time k is omitted and subscript i means system i) is the
channel gain of the measurement/control channel; xi/yi is the input/output
signal of the measurement channel; vi/ṽi is the input/output signal of the
control channel; and ui is the control input.

For that purpose, we consider the two most common sources
of data loss in the considered WCCS. One is the packet colli-
sion, that is, the wireless channel can allow but one access at
any given time and, hence, multiple accesses at the same time
will fail all participants. The other is the transmission error,
that is, the transmitted data may not be received error free at
the receiver side due to the noise and signal attenuation.

A. Sensing Data Through the Measurement Channel

For any system i at time k, we are interested in the relation
between the received data packet at the cloud side, denoted
by yi(k), and the sensing data at the sensor side xi(k). Note
that yi(k) depends only on xi(k) at time k but not at any
earlier time since no delay is considered in the wireless
channel.

First, in our system setting, whether to send xi(k) is deter-
mined by an event trigger as illustrated in Fig. 1, denoted
by the following event indicator asi(k) for system i at
time k:

asi(k) =
{

1, xi(k) is transmitted by sensor i
0, otherwise.

(2)

Second, if xi(k) is allowed to be sent by the event trigger,
it may encounter packet collision, denoted by the following
collision indicator csi(k) for system i at time k:

csi(k) =
{

1, xi(k) is collision-free
0, otherwise

(3)

which can be determined by the event indicators for all
systems, in the following way:

csi(k) = asi(k)
n∏

j �=i,j=1

(
1 − asj(k)

)
. (4)

Third, even if xi(k) is allowed to be sent by the event trigger
[i.e., asi(k) = 1] and is also collision free [i.e., csi(k) = 1], it
can still be received with error, characterized by the following
error indicator esi(k) at time k:

esi(k) =
{

1, xi(k) is received error-free
0, otherwise.

(5)

From (2)–(5), we obtain

yi(k) = esi(k)csi(k)asi(k)xi(k)

= esi(k)asi(k)
n∏

j �=i,j=1

(
1 − asj(k)

)
xi(k). (6)

We can conclude that xi(k) can be successfully received by the
controller only if it is allowed to be sent by the event trigger
[i.e., asi(k) = 1], and its transmission is both collision free
[i.e., csi(k) = 1] and error free [i.e., esi(k) = 1].

Note that (6) is determined by asi(k), i = 1, . . . , n, and
esi(k), where the former is further determined by schedul-
ing policies for the sensors, and the latter can be approached
by the packet reception probability (PRP) [28], denoted by
Psi(h) : [0,∞) → [0, 1], which is the probability of a packet
being received error free and can be explicitly written as

Psi(h) = P{esi(k) = 1|ζsi, bsi, hsi(k) = h} (7)

where ζsi ∈ R≥0 and bsi ∈ Z0 are the transmission power
of sensor i and the size of the data packet encoding xi(k),
respectively, which are all assumed to be known constants in
this work. hsi(k) is the channel gain from sensor i to controller
i at time step k. We adopt the standard block-fading channel
gain model [29], [30] for hsi(k), meaning that {hsi(k), k ≥ 0}
are i.i.d. random variables with a continuous probability den-
sity function (PDF) osi(h), which is available to sensor i before
transmitting at time step k. In practice, hsi(k) can be estimated
by short pilot signals sent from the sensor to the controller, at
a sufficiently accurate level [30].

B. Control Data Through the Control Channel

Due to the similarity of the control channel to the measure-
ment channel, the above discussions for measurement channel
can be applied to the control channel, with a few modifica-
tions. Indeed, for system i at time k, the received control signal
ṽi(k) is determined in the following way, similar to (6):

ṽi(k) = eci(k)aci(k)
n∏

j �=i,j=1

(
1 − acj(k)

)
vi(k) (8)

where vi(k) is the produced control signal by controller i at
time k, and all other relevant notions can be similarly defined
by simply replacing “s” in the subscript by “c,” to denote the
change from the measurement channel to the control channel.

C. Scheduling Strategy

In our system setting as depicted in Fig. 1, the data transmis-
sion from the sensor to the controller and from the controller to
the actuator for each system has to compete with the available
communication resources, for which appropriate scheduling
strategies are needed. In what follows, we formulate the
general form of the scheduling strategy.

Let the scheduling strategy of sensor i at time k be denoted
by the time-varying mapping πk

si : Hsi(k) → [0, 1], where
Hsi(k) is the set of all possible channel gain observation
history of sensor i until time k. Once the strategy πk

si is deter-
mined, then given any Hsi(k) ∈ Hsi(k), the access probability,
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that is, the probability that sensor i is scheduled to transmit at
time k (asi(k) = 1), is given by

P{asi(k) = 1|Hsi(k)} = πk
si(Hsi(k)). (9)

Similarly, the scheduling strategy for controller i in the
cloud computing platform is denoted by πk

ci : Hc(k) → [0, 1],
where Hc(k) � Hc1(k)×· · ·×Hcn(k) and Hci(k) is also the set
of channel gain observation history. If the observation history
is such that Hc(k) ∈ Hc(k), the access probability of controller
i at time k, that is, the probability of aci(k) = 1, is

P{aci(k) = 1|Hc(k)} = πk
ci(Hc(k)). (10)

Since the available channel gains are exploited, the strate-
gies πk

si and πk
ci are called the “channel-aware access strat-

egy” [31]. Observed that the information features at the sensor
side [local channel gains Hsi(k)] and at the cloud side [full
channel gains Hc(k)] are distinct, and therefore, the strategies
πk

si and πk
ci should also be distinctly designed.

D. Control Scheme

First, the control law of controller i can be written, in
general, as follows:

vi(k) = v̄i(Yi(k)) (11)

where Yi(k) � {yi(0), . . . , yi(k)} is the state observation his-
tory of controller i, and v̄i(.) is a causal mapping representing
any general controller design method.

Second, the action of actuator i is described by

ui(k) = ν̄i
(
Ṽi(k)

)
(12)

where Ṽi(k) � {ṽi(0), . . . , ṽi(k)} and ṽi(k) is the received con-
trol signal given in (8), and ν̄i(.) is a mapping from Ṽi(k)
to control constraint set Ui. Note that when the control data
are not available, the actuator can implement with the zero-
input scheme, hold-input scheme, or other tailored schemes
by properly designing ν̄i.

E. Problem of Interest

With the above descriptions, we briefly sum up the mecha-
nisms of WCCS running in Fig. 1. At time k, sensor i samples
the state xi(k), which is then sent or not sent, determined by
the event trigger with strategy πk

si. Controller i generates the
control signal vi(k) in (11), which is then sent or not sent,
determined by the event trigger with strategy πk

ci. Actuator i
determines the actual control signal ui(k) based on (12) and
applies it to the plant.

In our system setting, the sensors are power limited and
the energy consumption is mainly caused by data transmis-
sions. Hence, the scheduling strategy for the sensors should
be energy efficient. Since the transmit power of each sensor ζsi

is a constant, we can simply use the following average number
of transmissions to represent the energy cost:

psi = lim sup
K→∞

E

{∑K−1
k=0 asi(k)

K

}
. (13)

The design objective is to seek for appropriate scheduling
strategies πk

si and πk
ci in (9) and (10) and the control scheme v̄i

Fig. 2. Dual scheduling PBMPC framework for WCCSs, where Bai and Bci
are the buffers for actuator i and controller i, respectively. u∗

i is the output
control signal of PBMPC while v∗

i is the received one by the actuator.

and ν̄i in (11) and (12) such that the cost criterion psi in (13)
of each sensor is minimized, without violating the stability for
each system.

Remark 1: From the stability analysis in what follows, one
can observe that the scheduling strategy and control scheme
play a coupled role in the closed-loop system stability, which
causes the key challenge of the above problem. On the one
hand, the feasible scheduling strategy may not exist if the con-
trol scheme is not properly designed and, on the other hand,
stability may not be guaranteed if the control scheme is
designed without considering the interactions with the schedul-
ing strategies. This observation thus motivates our present
work on the joint design of both scheduling and control, by
carefully building the dependent relationship of the system
stability on both the prediction horizon of PBMPC (control
scheme) and the two-channel SAPs (scheduling strategy).

III. DUAL SCHEDULING WITH PACKET-BASED MPC

This section proposes the dual scheduling strategy under
the PBMPC framework to solve the aforementioned problems,
whose system structure is shown in Fig. 2. To implement the
control diagram, what remains to design are the decentral-
ized access strategy for each sensor, the centralized selection
strategy for the central scheduler, and the PBMPC scheme,
which will be detailed in what follows. Note that the strat-
egy to determine two-channel transmissions is called the “dual
scheduling strategy” because it consists of both decentralized
and centralized ingredients.

Since the channel gain is assumed to be i.i.d. across time,
we define the following two channel-aware scheduling strate-
gies independent of the past channel gains, that is, stationary
strategy and threshold strategy.

Definition 1: A stationary strategy is a mapping
π(h) : R≥0 → [0, 1] that depends only on the current
channel gain while a threshold strategy is a special type of
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stationary strategy with the following particular form:

π(h) = 1{h≥h̃}

where h̃ is the threshold level.
Remark 2: Note that if a user accesses the channel based

on a threshold strategy with threshold h̃, then the average
access probability is p = ∫∞

h̃ o(h)dh, where o(h) is the PDF
of channel gain. Conversely, since o(h) is continuous and non-
negative, then p is continuous and nonincreasing with respect
to the threshold level h̃. Consequently, given the probability
p ∈ [0, 1], the solution h̃ of the equation p = ∫∞

h̃ o(h)dh
always exists and can be found by the binary search algorithm.

A. Decentralized Scheduling for Sensors

Each sensor tries to minimize its average power consump-
tion (or equivalently, transmission probability) while meeting
the SAP demands by making the transmission decision based
on the local channel gains. Since the decision is made indepen-
dently and transmission interference between sensors exists,
the decentralized scheduling problem can be formulated as
a noncooperative game with SAP constraints and all sen-
sors being the players. For a random scheduling strategy,
each player accesses the channel probabilistically to balance
between the access probability and the SAP demand. Denote
the stationary strategy for sensor i at time k by πk

si(hsi) (πk
si in

short), thus πk
s = (πk

s1, . . . , π
k
sn) represents the strategy profile

of the game under consideration. Let πk−si denote the access
strategies of all sensors except sensor i. The superscript k can
be neglected if the time is not emphasized.

Given the access strategy profile πk
s and considering (2) as

well as (6), the (average) access probability and the SAP of
sensor i at each time step k are

psi

(
πk

s

)
= P{asi(k) = 1} =

∫ ∞

0
πk

si(h)osi(h)dh

qsi

(
πk

s

)
= P{esi(k)csi(k)asi(k) = 1}

=
∫ ∞

0
πk

si(h)osi(h)Psi(h)dh
n∏

j �=i

(
1 − psj

(
πk

s

))
.

The outcome of a noncooperative game is characterized as a
Nash equilibrium point (NEP) defined below. A basic property
of the NEP is that none of the sensors can lower its access
probability by unilaterally modifying its strategy.

Definition 2: A strategy profile π s = (πs1, πs2, . . . , πsn) is
an NEP if and only if

πsi ∈ arg min
π̂si

{
psi
(
π̂si,π−si

)
: qsi

(
π̂si,π−si

) ≥ q̄si
}

where q̄si is the preset SAP demand of sensor i.
Lemma 1: The best-response access strategy for each sen-

sor in terms of minimizing the transmission probability while
meeting the SAP demand is a threshold strategy.

Proof: See Appendix B.
This lemma confines the optimal strategies of sensors within

the set of threshold strategies. Since every threshold strat-
egy can be identified with the access probability, we let
psi(k), ps(k), and ps,−i(k) be the probability representations

of threshold strategy πk
si, πk

s , and πk
s,−i, respectively. Define

the following two useful functions for sensor i:

Hi(psi) =
∫ ∞

h̃si(psi)

osi(h)Psi(h)dh (14)

qsi
(
psi, ps,−i

) = Hi(psi)
∏
j �=i

(
1 − psj

)
(15)

where h̃si(psi) is the threshold determined by the given access
probability psi. Hi(psi) represents the SAP of sensor i in the
collision-free environment under the threshold strategy and
qsi(psi, ps,−i) is the SAP with collision. Such representations
facilitate the following discussions.

To determine and adjust the threshold level of the threshold
strategies such that all sensors work at an efficient NEP, we
characterize the Nash equilibrium strategy, based on which we
then design the strategy update mechanisms.

Lemma 2: A strategy profile ps is an NEP if and only if it
solves a set of equations (equilibrium equations)

Hi(psi)
∏
j �=i

(
1 − psj

) = q̄si, i = 1, . . . , n. (16)

Proof: According to Definition 2 and the fact that Hi(psi)

is an increasing function (see Appendix A), an NEP satisfies
psi = min{psi : qsi(psi, ps,−i) ≥ q̄si}, where qsi(psi, ps,−i) is an
increasing function with respect to psi. So the solution of the
minimization problem also solves (16).

There may not exist an NEP for too severe SAP demands
of the sensors. Denote the vector of SAP demands by q̄s =
{q̄s1, . . . , q̄sn}, and let � represent the set of feasible strategy
vectors. As elaborated and proved in [29], when q̄s lies on
the upper boundary set of �, there is only one NEP; and
when q̄s is the interior of �, there exist two NEPs with one
being strictly better than the other. Suppose that p∗

s and p#
s

are both NEPs and p∗
s is the more efficient one, then we have

p∗
si < p#

si, i = 1, . . . , n, and
∑n

i=1 p∗
si < 1.

Noticeably, the Nash-equilibrium strategy is unknown
beforehand, so we need to design a mechanism to achieve
it. The following two strategy update mechanisms, the best-
response dynamic and better-response dynamic, are discussed
to answer the question of how each sensor adjusts the access
probability to achieve the efficient NEP in a distributed
manner.

For the best-response dynamic, each sensor chooses a strat-
egy that minimizes its cost based on the available myopic
information (local channel gain). Specifically, since the best
response of the sensor i solves the equilibrium (16), we have
the following best-response dynamic:

pt+1
si = min

⎧⎨
⎩H−1

i

⎛
⎝ q̄si∏

j �=i

(
1 − pt

sj

)
⎞
⎠, 1

⎫⎬
⎭

psi(k) = pt
si ∀k ∈ [Mt, M(t + 1)) (17)

where t = 	k/M
 is the iteration count, M is a positive integer
representing the strategy update period, and H−1

i is the inverse
function of Hi(psi). Since the function Hi(psi) is continuous
and increasing (Appendix A), its inverse function H−1

i exists.
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To reduce the computation complexity of H−1
i , the better-

response dynamic is adopted. In contrast to the best-response
counterpart, the better-response dynamic provides a strategy
with performance improvement. The better-response dynamic
employed in this article has the following form:

pt+1
si = min

{
(1 − β)q̄si

qsi
(
pt

si, pt
s,−i

)pt
si + βpt

si, 1

}

psi(k) = pt
si ∀k ∈ [Mt, M(t + 1)) (18)

where 0 ≤ β < 1, and qsi(pt
si, pt

s,−i) is defined in (15).
The strategy update mechanisms provide the access proba-

bilities for sensors at each time step, and then the correspond-
ing threshold levels can be determined accordingly. Then, the
scheduling strategy for each sensor i (i = 1, . . . , n) is

πk
si(hsi(k)) = 1{hsi(k)≥h̃si(k)} (19)

where h̃si(k) is the threshold determined by psi(k).
Remark 3: For the practical implementation of the strategy

update mechanisms, including best-response dynamic (17) and
better-response dynamic (18), the current SAP qsi(pt

si, pt
s,−i)

of each sensor i and the idle probability of other sensors∏
j �=i(1 − pt

si) are needed.
∏

j �=i(1 − pt
si) can be estimated by

monitoring the channel utilization [32], and qsi(psi, ps,−i) can
be estimated by counting the number of transmissions and the
number of successful transmissions over M time steps based
on the acknowledgment signal. But the estimation errors may
appear in practical systems, for which we should resort to the
notion of ε-NEP [33], where each player changes its strat-
egy only if the improved utility is more than ε. Note that the
strategies of other players are not required, and hence both
mechanisms can be implemented in a distributed manner.

B. Selection Strategy for the Central Scheduler

A central scheduler is deployed in the cloud computing
platform as shown in Fig. 2. In this section, we design two
collision-free randomized selection strategies to choose the
appropriate controller at each time step.

We first study the (time invariant) i.i.d. scheduling strategy.
Let {σ(k), k ≥ 0} be i.i.d. random variables and σ(k) = i
means controller i is selected to access the control chan-
nel. Note that it is a collision-free strategy, then the access
probability and the SAP of controller i are given by

pci = P{aci(k) = 1} = P{σ(k) = i} = q̄ci∑n
j=1 q̄cj

(20)

qci = P{eci(k)cci(k) = 1} = q̄ci
∫∞

0 oci(h)Pci(h)dh∑n
j=1 q̄cj

(21)

where q̄ci is the SAP demand of controller i satisfying
q̄ci ≥ q̄si. The schedulable assumption is

∫∞
0 oci(h)Pci(h)dh ≥∑n

j=1 q̄cj, which can be easily met and lead to qci ≥ q̄ci.
We observe that the i.i.d. scheduling strategy ignores the

available full channel gains {hc1(k), . . . , hcn(k)}, and the con-
troller with poor channel condition may be selected. To exploit
the full channel gains, a threshold strategy is designed. But
when multiple controllers obtain the channel gains greater than
their thresholds, how should the scheduler make the choice?

To address this problem, we introduce a priority mechanism,
where the controller with the highest priority is selected. The
priority orders can be set based on the SAP demands, that is,
greater demand implies higher priority. We assume index 1 has
the highest priority, index 2 has the next priority, and so forth.
Without loss of generality, we assume that controller i has pri-
ority i, then controller i is activated only if the transmissions
of the controllers with higher priorities are forbidden. Once
controller i is activated, it checks whether the current channel
gain is larger than its threshold or not. If controller i is per-
mitted to transmit, all remaining controllers keep inactivated.
Hence, this prioritized threshold strategy uses the full channel
gains and is centralized and collision free.

Given the priority orders, we need to determine the thresh-
old for each controller i with priority i. Specifically, we first
define the following i.i.d. binary random variable θi(k):

θi(k) =
{

1, if controller i is activated
0, otherwise.

According to the definition of aci(k) in the previous sec-
tion, the conditional access probability p̂ci � P{aci(k) =
1|θi(k) = 1} for each controller i can be determined
recursively

P{θi(k) = 1} =
i−1∏
j=1

(
1 − p̂cj

)

p̂ci = pci∏i−1
j=1

(
1 − p̂cj

) (22)

where
∏0

j=1(1 − p̂cj) = 1 and pci is defined in (20). Recall
that given p̂ci for each controller i, the corresponding thresh-
old h̃ci(p̂ci) (h̃ci for simplicity) can be determined. Then, a
more compact form of the above (time invariant) prioritized
threshold strategy can be written as follows, for i = 2, . . . , n:

πc1(Hc(k)) = 1{hc1(k)≥h̃c1}
πci(Hc(k)) = 1{hc1(k)<h̃c1,...,hc,i−1(k)<h̃c,i−1,hci(k)≥h̃ci}. (23)

The above strategy is valid only if p̂ci ≤ 1, i = 1, 2, . . . , n
(see Theorem 2). Noting that P{aci(k) = 1|θi(k) = 0} = 0, that
is, the controller will never transmit any data if it is inactivated,
the access probability is P{aci(k) = 1} = pci, which equals the
one given by the i.i.d. strategy in (20). In addition, the SAP
of controller i becomes

q′
ci =

i−1∏
j=1

(
1 − p̂cj

) ∫ ∞

h̃ci

oci(h)Pci(h)dh. (24)

Up till now, the dual scheduling strategy, including the
decentralized scheduling for sensors and centralized schedul-
ing for controllers, has been designed. One may stress that two
important parameters, the SAP demands q̄si and q̄ci, have not
been determined. These parameters are essential to the design
of the control scheme and the stability of the overall system,
and will be discussed in Theorem 3 later.

C. PBMPC

In this section, a detailed description of the configuration of
PBMPC is presented. Since this is a common configuration for
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Fig. 3. Example of state/control packet transmissions among sensor,
controller, and actuator with possible packet losses.

all systems, the subscript i representing system i is dropped
for the ease of presentation.

The basic configuration of PBMPC shown in Fig. 2 is sim-
ilar to that in [25]. The TCP-like protocol is adopted for both
two channels, and an acknowledgment signal, which is useful
for scheduling and control, will be sent back to the transmitter.

Under the scheduling strategies of two channels, the SAPs
of sensor and controller (denoted by qs and qc) are given
by (15) and (21) [or (24)], respectively. Fig. 3 shows an exam-
ple of the packet transmissions over both channels. Denote by
{t0, t1, . . .} the time instants when the control packet is received
by the actuator, and by t−k (t+k ) the last (first) time when the
state packet is received by controller before or at (after) tk.
These notions are essential in the stability analysis.

Controller: The controller consists of three parts: 1) an
MPC; 2) a state estimator; and 3) a buffer.

1) The buffer located at the controller side is used to store
the received control sequence of the actuator. This can be
realized by the ACK signal. Let b(k) denote the content
of the buffer at time k and b(−1) = 0, then we have

b(k) = (1 − dc(k))Sb(k − 1) + dc(k)u(k)

u(k) = eTb(k) (25)

where dc(k) � ec(k)cc(k), u(k) is the control sequence,
u(k) is the control input applied to the plant at time k,
and

S �

⎡
⎢⎢⎢⎢⎢⎣

0r Ir 0r . . . 0r
...

. . .
. . .

. . .
...

0r . . . 0r Ir 0r

0r . . . . . . 0r Ir

0r . . . . . . . . . 0r

⎤
⎥⎥⎥⎥⎥⎦

, e �

⎡
⎢⎢⎢⎣

Ir

0r
...

0r

⎤
⎥⎥⎥⎦.

2) Since the state packet may not be successfully received,
we need the following estimator to yield the estimated
state:

x̂(k) =
{

x(k), if ds(k) = 1
f
(
x̂(k − 1), u(k − 1), 0

)
, otherwise

(26)

where ds(k) � es(k)as(k)cs(k) and u(k − 1) is given
by (25). Note that the initial value is set as x̂(0) = x0,
which implies that the initial state is available to the
controller.

3) The function of MPC is to calculate the control sequence
u(k) by solving a constrained optimization problem. If
the latest state packet is received by the controller at
time k′, then the estimated state x̂(k) in (26) can be
rewritten as x̂(k|k′).

The constrained optimization problem of any one system
is then formulated as follows:

min
u(k)

VN
(
x̂
(
k|k′), u(k)

)
s.t. x̂j+1

(
k|k′) = f

(
x̂j
(
k|k′), uj(k), 0

)
x̂0
(
k|k′) = x̂

(
k|k′)

uj(k) ∈ U, j = 0, . . . , N − 1 (27)

where u(k) = [uT
0 (k), . . . , uT

N−1(k)]
T, N is the prediction

horizon that depends on qs and qc, and the objective
function is VN(x̂(k|k′), u(k)) = ∑N−1

j=0 l(x̂j(k|k′), uj(k))+
F(x̂N(k|k′)) with l(.) and F(.) being the stage cost and
the terminal cost. Let u∗(k) represent the optimal control
sequence of the above optimization problem (27), then
the OCF can be written as

V∗
N

(
x̂
(
k|k′)) =

N−1∑
j=0

l
(

x̂j
(
k|k′), u∗

j (k)
)

+ F
(
x̂N
(
k|k′)).

(28)

Remark 4: Different from the conventional MPC algo-
rithms [20], [21], the above MPC is not performed at every
time step. In fact, during the time interval (tk, t+k ), no new state
packets are received and the latest control packet has been suc-
cessfully delivered at tk, and hence the above MPC algorithm
will not be carried out. This allows us to lower the computa-
tion load and communication load of the control channel. For
a more detailed explanation, refer to [25].

Smart Actuator: Similar to buffer 1, the buffer located at the
actuator side stores the successfully received control sequence,
from which the control input u(k) is selected based on (25).
That is, (25) becomes the solution of actuator action in (12).

IV. SYSTEM ANALYSIS

In this section, we analyze the performance of the designed
scheduling strategies as well as the stability of each system.

A. Convergence of Strategy Update Mechanisms

For the ease of exposition, we assume that the equilib-
rium (16) is feasible for whatever changes in the channel
environment. Then, the convergence of the strategy update
mechanisms can be summarized as follows.

Theorem 1: Let the initial access probabilities be psi(0) =
p0

si = q̄si, i ∈ IB, where IB represents the set of players
(sensors). We then have the following conclusions.

1) For a fixed number of players, both the best-response
dynamic (17) and the better-response dynamic (18)
asymptotically converge to its efficient NEP.

2) Both the best-response dynamic (17) and the better-
response dynamic (18) reconverge to a new efficient
NEP from its earlier efficient NEP under players join-
ing/leaving the channel.

To prove this theorem, we need the following two lemmas,
where Lemma 3 studies the initial condition under which the
convergence is ensured and Lemma 4 indicates the changes of
the efficient NEP when some players join or leave the channel.
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Lemma 3: For the fixed player population case, denote the
efficient (better) NEP and the worse NEP by p∗

s and p#
s , respec-

tively. If we choose the initial access probabilities such that
q̄s ≤ p0

s < p#
s , then the best-response dynamic (17) and the

better-response dynamic (18) will converge to p∗
s .

Proof: First, we show that there exists, for any p0
s < p#

s ,
new initial access probabilities p̌s that satisfy two condi-
tions: 1) p0

s ≤ p̌s < p#
s and 2) qsi(p̌s) > q̄si ∀i ∈ IB.

We set p̌s = αp∗
s + (1 − α)p#

s , where α ∈ [0, 1) is prop-
erly chosen such that condition 1) holds. For any i, we have
log(Hi(αp∗

si + (1 − α)p#
si)
∏

j �=i(1 − αp∗
sj − (1 − α)p#

sj)) ≥
log(αHi(p∗

si)+(1−α)Hi(p#
si))+

∑
j �=i log(α(1−p∗

sj)+(1−α)(1−
p#

sj)) > α log Hi(p∗
si)+(1−α) log Hi(p#

si)+α
∑

j �=i log(1−p∗
sj)+

(1 − α)
∑

j �=i log(1 − p#
sj) = log q̄si.

The above inequalities hold because Hi(.) and log(.) are
strictly concave functions, which further manifest that condi-
tion 2) is also satisfied.

Second, we prove that the sequences {p̄t
s} and {pt

s
} generated

by best-response dynamic (or better-response dynamic) with
initial condition p̌s and q̄s converge to the efficient NEP. The
results can be proved by introduction.

1) We investigate the convergence of best-response
dynamic (17) with initial access probabilities q̄s and
p̌s, respectively. For the initial probability p̌s, from
the equilibrium (16), it is trivial to see that p̄0

si =
p̌si ≥ p∗

si and p̄1
si = H−1

i (q̄si/[
∏

j �=i(1 − p̌sj)]) ≤
H−1

i ([Hi(p̌si)
∏

j �=i(1 − p̌sj)]/[
∏

j �=i(1 − p̌sj)]) = p̄0
si, i ∈

IB. Now, suppose that the results hold for some t > 0,
that is, p̄t

s ≤ p̄t−1
s and p̄t

s ≥ p∗
s . It remains to show that

p̄t+1
s ≤ p̄t

s and p̄t+1
s ≥ p∗

s . The following inequalities
verify the result:

p∗
si = H−1

i

(
q̄si∏

j �=i

(
1−p∗

sj

)
)

≤ H−1
i

(
q̄si∏

j �=i

(
1−p̄t

sj

)
)

= p̄t+1
si

≤ H−1
i

(
q̄si∏

j �=i

(
1−p̄t−1

sj

)
)

= p̄t
si. (29)

It can then be concluded that strategy profile sequence
{p̄t

s} is a decreasing sequence and bounded below by
p∗

s . Hence, p̄t
s approaches to a limit, namely, p̄∞

s .
Obviously, p̄∞

s satisfies the equilibrium (16), that is,
it is also an NEP and p̄∞

s = p∗
s . For q̄s, we have

p0
si

= q̄si ≤ H−1
i (q̄si/[

∏
j �=i(1 − p∗

sj)]) = p∗
si and p1

si
=

H−1
i (q̄si/[

∏
j �=i(1 − p0

si
)]) ≥ p0

si
. Suppose that it is true

that pt
s

≥ pt−1
s

and pt
s

≥ p∗
s for some t ≥ 0. Similar to

the equation in (29), we obtain pt
si

≤ pt+1
si

≤ p∗
si, which

implies the sequence {pt
s
} is increasing and bounded

upper by p∗
s . Then, the limit also exits and is denoted

by p∞
s

. Similarly, we have p∞
s

= p∗
s .

2) The convergence of better-response dynamic (18)
is studied by a similar method. It can be
directly verified that the efficient NEP p∗ is
also the solution of the following equations
psi = [((1 − β)q̄si)/(qsi(psi, ps,−i))]psi + βpsi, i ∈ IB,
where qsi(psi, ps,−i) is given in (15). Incorporating fact
4) in Lemma 7 and following the same proof lines, the
same conclusion can be drawn.

Finally, we prove that the sequence {pt
s} generated by best-

response dynamic (or better-response dynamic) with initial
condition p0

s satisfies

pt
s
≤ pt

s ≤ p̄t
s ∀t > 0. (30)

We also use the introduction to verify the result. In fact, it
is true for t = 0. Assume that the inequality holds for any
t > 0, then for t + 1, we have

pt+1
si

= H−1
i

(
q̄si∏

j �=i

(
1−pt

si

)
)

≤ H−1
i

(
q̄si∏

j �=i(1−pt
si)

)
= pt+1

si

≤ H−1
i

(
q̄si∏

j �=i(1−p̄t
si)

)
= p̄t+1

si

for best-response dynamic (17). For better-response
dynamic (18), the result can be obtained similarly and
thus is omitted. Incorporating the convergence of {pt

s
} and

{p̄t
s} and (30) obtains the convergence of {pt

s}.
Lemma 4: Let p∗

s , p̃∗
s , and p̂∗

s represent the efficient NEPs
with player set IB, IB\IL (removed player set IL), and IB∪IJ

(new player set IJ), and the worse counterparts are denoted
by p#

s , p̃#
s , and p̂#

s , respectively. Then, we have p̃∗
si ≤ p∗

si ≤
p̃#

si ∀i ∈ IB \ IL, and p∗
si ≤ p̂∗

si ∀i ∈ IB.
Proof: First, we prove the inequality p̃∗

si ≤ p∗
si ∀i ∈ IB \ IL

by the constructive method. Suppose that the strategy pro-
file sequences {pt

s} and {p̃t
s} are generated by best-response

dynamic with initial condition p0
si = p̃0

si = q̄si ∀i ∈ IB \IL and
p0

si = q̄si ∀i ∈ IL. Then, from Lemma 3, both two sequences
will converge to p∗

s and p̃∗
s , respectively. Now suppose that the

inequality p̃t
si ≤ pt

si ∀i ∈ IB \ IL holds for some t > 0, then
we have

pt+1
si = H−1

i

(
q̄si∏

j �=i(1−pt
si)

)
≥ H−1

i

(
q̄si∏

j �=i,j/∈IL(1−pt
si)

)

≥ H−1
i

(
q̄si∏

j �=i,j/∈IL(1−p̃t
si)

)
= p̃t+1

si .

Therefore, we have p̃t
si ≤ pt

si, i ∈ IB \ IL for all t > 0.
Taking the limit leads to the result. Besides, the inequality
p∗

si ≤ p̂∗
si, i ∈ IB can be proved by similar procedures.

The inequalities p∗
si ≤ p̃#

si, i ∈ IB \IL are proved by contra-
diction. Suppose that there exists at least one player l ∈ IB\IL

such that p∗
sl > p̃#

sl. Note that for any i �= l, i ∈ IB \ IL, we
have

q̄si

q̄sl
=

Hi
(
p∗

si

)∏
j �=i

(
1 − p∗

sj

)

Hl
(
p∗

sl

)∏
j �=l

(
1 − p∗

sj

) = Hi
(
p∗

si

)(
1 − p∗

sl

)
Hl
(
p∗

sl

)(
1 − p∗

si

)
q̄si

q̄sl
= Hi

(
p̃#

si

)(
1 − p̃#

sl

)
Hl
(
p̃#

sl

)(
1 − p̃#

si

) >
Hi
(
p̃#

si

)(
1 − p∗

sl

)
Hl
(
p∗

sl

)(
1 − p̃#

si

) .
With the above equations, we have [(Hi(p∗

si))/(1 − p∗
si)] >

[(Hi(p̃#
si))/(1 − p̃#

si)], then we can argue that p∗
si > p̃#

si for all
i ∈ IB \ IL.

It should be noted that for any strategy profile p̃s satis-
fying p̃s > p̃#

s , there exists at least one player i such that
Hi(p̃si)

∏
j �=i,j∈IB\IL

(1 − p̃sj) < q̄si. Then, it follows that
Hi(p∗

si)
∏

j �=i(1 − p∗
sj) < Hi(p∗

si)
∏

j �=i,j∈IB\IL
(1 − p∗

sj) < q̄si,
which contradicts the fact that p∗

s is an NEP.
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Based on the above lemmas, Theorem 1 can be proved.
Proof of Theorem 1: 1) The first assertion is a direct result

of Lemma 3 and 2) the second one is proved as follows.
1) When some players leave, we have p̃∗

si ≤ p∗
si ≤ p̃#

si, i ∈
IB \ IL, where IL is the leaving player set. If the strat-
egy profile p̃si = p∗

si, i ∈ IB \ IL is the new initial
condition, then it follows from Lemma 3 that the best-
response (better-response) dynamic will converge to a
new efficient NEP p̃∗

s .
2) When some new players join, we have p∗

si ≤ p̂∗
si ∀i ∈ IB.

The new initial strategy profile becomes ps = {p̂si, i ∈
IB ∪ IJ}, where p̂si = p∗

si, i ∈ IB and p̂si = q̄si, i ∈
IJ . Then, from Lemma 3, the best-response (better-
response) dynamic will reconverge to a new efficient
NEP p̂∗

s .
Remark 5: Theorem 1 shows that the two strategy update

mechanisms (17) and (18) reconverge to a new efficient NEP
when channel environment changes. This is an advantage over
the strategy in [16] and [17] as the reconvergence may not
hold. Moreover, some strategy update parameters, for example,
Lagrange multipliers, sent from remote centralized compo-
nents in [15]–[17] are not needed in our work, which makes
the strategy update mechanisms easier to implement.

Remark 6: When β = 0, the better-response dynamic (18)
is similar to the one proposed in [34], where the balanced
load condition, that is,

∑
j �=i [p̄sj/(1 − p̄sj)] < 1 for all i ∈ IB,

should be met to guarantee the convergence. This condition
holds trivially for players with identical SAP demands (sym-
metric players), but may not hold for asymmetric players [34].
However, since psi/Hi(psi) is an increasing function as proved
in Appendix A, the convergence can be guaranteed in our con-
text without turning to such extra condition, which removes
the application restriction of the better-response dynamic (18).

B. I.I.D. Strategy Versus Prioritized Threshold Strategy

The following theorem validates the prioritized threshold
strategy (23) proposed for the central scheduler and reveals
its superiority over the i.i.d. scheduling strategy.

Theorem 2: Given the priority order and the access proba-
bility pci of controller i defined in (20). Then, the conditional
access probability in (22) satisfies p̂ci ≤ 1, that is, the schedul-
ing strategy (23) is valid. Furthermore, if the threshold strategy
with threshold level h̃ci is designed for each controller i, it
then holds that qci ≤ q′

ci, where q′
ci and qci are defined in (24)

and (21), respectively.
Proof: Indeed, incorporating (20) and (22), we have that

p̂ci = q̄ci/

⎛
⎝ n∑

j=i

q̄cj

⎞
⎠, i = 1, 2, . . . , n (31)

which implies that p̂ci < 1, i < n and p̂cn = 1. To prove
the above equalities, mathematical induction is employed. Let
Q′ = ∑n

i=1 q̄ci, then p̂c1 = pc1 = (q̄c1/Q′). Suppose that the
equality holds for i = l−1, 2 ≤ l ≤ n, then for i = l, according
to (22) we have

p̂cl = pcl∏l−1
j=1

(
1 − p̂cj

) = q̄cl/Q′
∑n

j=l q̄cj∑n
j=l−1 q̄cj

∏l−2
j=1

(
1 − p̂cj

)

= q̄cl/Q′
∑n

j=l q̄cj∑n
j=l−1 q̄cj

∑n
j=l−1 q̄cj

Q′
= q̄cl∑n

j=l q̄cj

which completes the proof of p̂ci ≤ 1.
To verify qci ≤ q′

ci, we follow the proof similar to that
of Lemma 1. Specifically,

∏i−1
j=0(1 − p̂cj)

∫∞
h̃ci

oci(h)Pci(h)dh−
qci = pci/p̂ci

∫∞
h̃ci

oci(h)Pci(h)dh − pci
∫∞

0 oci(h)Pci(h)dh =
(1/p̂ci − 1)pci

∫∞
h̃ci

oci(h)Pci(h)dh − pci
∫ h̃ci

0 oci(h)Pci(h)dh ≥
pciPci[(1/p̂ci − 1)(h̃ci)

∫∞
h̃ci

oci(h)dh − (h̃ci)
∫ h̃ci

0 oci(h)dh] =
pciPci(h̃ci)[p̂ci((1/p̂ci) − 1) − (1 − p̂ci)] = 0, where∫∞

h̃ci
oci(h)dh = p̂ci. The proof is then completed.

Remark 7: For controller n (the lowest priority controller),
we have p̂cn = 1, that is, h̃cn = 0. It means that controller n
can access the channel only if the transmissions of all other
controllers are not allowed. Hence, the threshold strategy with
fixed priority does not bring any improvement for the lowest
priority controller. One possible remedy for this drawback is
to introduce a changeable priority mechanism, for example,
random priority and periodic priority.

C. Stability Analysis

In this section, we analyze the stability of each control
system (the subscript i is dropped without any confusion).

The following assumptions and lemmas are necessary to
derive the stability conditions.

Assumption 1 [23]: There exist positive constants λx, λw,
λl, λF , αl, αF , and s such that

‖f (x, u, w) − f (y, u, 0)‖s ≤ λx‖x − y‖s + λw‖w‖s

|l(x, u) − l(y, u)| ≤ λl‖x − y‖s, l(x, u) ≥ αl‖x‖s

|F(x) − F(y)| ≤ λF‖x − y‖s, F(x) ≥ αF‖x‖s

for all (x, y, u, w) ∈ R
n × R

n × U × R
m.

Assumption 2 [23]: An auxiliary terminal control law
κ : Rn → U exists such that for all x ∈ R

n

F(f (x, κ(x), 0)) − F(x) + l(x, κ(x)) ≤ 0. (32)

Assumption 3: There exist positive constants η and γ <

min{1/(1 − qs), 1/(1 − qc)} such that

F(f (x, 0, w)) ≤ γ F(x) + η‖w‖s (33)

for all x ∈ R
n and w ∈ R

m.
The following two lemmas are useful to derive the stability.
Lemma 5 [21]: On the basis of Assumption 2, one obtains

l
(
x̂
(
k|k′), u∗

0(k)
) ≤ V∗

N

(
x̂
(
k|k′)) ≤ F

(
x̂
(
k|k′))

for all x̂(k|k′) ∈ R
n.

Lemma 6 [27]: Define the following two events: Ek
1 �

{tk − t−k = δk} and Ek
2 � {tk+1 − tk = �k} for any k ≥ 0

with δk ≥ 0, �k > δk+1 ≥ 0. Then, both the two events
Ek+1

1 and Ek
2 are independent of event Ek

1 , k ≥ 0. Moreover,
if qc �= qs, we have P{Ek

2 , Ek+1
1 |Ek

1} = qsqc[qs(1 − qs)
δk+1(1 −

qc)
�k − qc(1 − qc)

δk+1(1 − qs)
�k ]/(qs − qc) and P{Ek

2 |Ek
1} =

qsqc[(1 − qc)
�k − (1 − qs)

�k ]/(qs − qc). If qc = qs, we have
P{Ek

2 , Ek+1
1 |Ek

1} = q2
s (1 − qs)

�k+δk+1−1[(1 − qs) + qs(�k −
δk+1)] and P{Ek

2 |Ek
1} = q2

s �k(1 − qs)
�k−1. We also obtain

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on May 21,2022 at 00:22:30 UTC from IEEE Xplore.  Restrictions apply. 



2744 IEEE TRANSACTIONS ON CYBERNETICS, VOL. 52, NO. 5, MAY 2022

P{Ek+1
1 |Ek

1} = (1 − qs)
δk+1(1 − qc)

δk+1 − (1 − qs)
δk+1+1(1 −

qc)
δk+1+1.

With the above preparations, stochastic stability for each
system can be established.

Theorem 3: Suppose that Assumptions 2–5 hold, (1 −
qs)(1 − qc)λx < 1, and the prediction horizon N satisfies that[

qs(1 − qc)
N+1

1 − (1 − qc)γ
− qc(1 − qs)

N+1

1 − (1 − qs)γ

]
γ − 1

qs − qc
<

μ

1 − μ

qs �= qc

Nqs(1 − γ + qsγ ) + (
1 − (1 − qs)

2γ
)

(1 − γ + qsγ )2/(γ − 1)(1 − qs)
N

<
μ

1 − μ
qs = qc

(34)

where μ � infx,u(l(x, u)/F(x)). Then, there exist positive
constants c1 and c2 and ρ ∈ (0, 1) such that for any
τ ∈ [tk, tk + �k − 1], k ∈ Z0, it holds that

E
{‖x(τ )‖s} ≤ c1(1 − ρ)k‖x0‖s + c2ds (35)

and for any τ ∈ [0, t0 − 1], (35) still holds with k = 0.
Proof: We first introduce some notations for simplicity.

Let u∗(t0) = {u∗
0(t0), . . . , u∗

N−1(t0)} be the optimal control
sequence obtained by solving the constrained optimization
problem at time t0. The corresponding optimal predictive
state sequence is {x̂(t0|t−0 ), x̂∗

1(t0|t−0 ), . . . , x̂∗
N(t0|t−0 )}. Define

βk,j � λw(
∑�k+δk+j−1

i=j+δk+1
λi

x), j = 0, . . . , N − �k, then
for the case of �k ≤ N, we have E{‖x̂∗

j (tk+1|t−k+1) −
x̂∗

j+�k
(tk|t−k )‖s|ξ(tk), Ek

1 , Ek
2 , Ek+1

1 } ≤ βk,jds. We also define
P�0,δ1 � P{E0

2 , E1
1 |E0

1 }, Rδk � [(1 − qs)(1 − qc)]δk − [(1 −
qs)(1 − qc)]δk+1, and λ̄N � (λFλN

x + λl
∑N−1

i=0 λi
x)λw.

We construct the following cost function, which is served
as the stochastic Lyapunov function:

JN(x(k)) =
N−1∑
j=0

l
(

f̄ j(x(k)), u∗
j (k)

)
+ F

(
f̄ N(x(k))

)
(36)

where f̄ j(x(k)) = f (f̄ j−1(x(k)), u∗
j−1(k), 0) and f̄ 0(x) = x. We

define ξ(tk) � [xT(t−k ), bT(t−k )]T and it can be verified that the
sequence {ξ(tk)}k∈Z0 is Markovian (Remark 8).

The main proof idea includes discussing the difference
between the Lyapunov functions at two successive success-
ful transmission instants of the control packets and analyzing
the bound of the state evolution between these two instants.
For ease of exposition, we divide the proof into three steps.

Step I [Values of OCF (28) at Two Consecutive Successful
Transmission Instants of Control Sequences]: In this step, we
discuss the upper bound of the difference E{V∗

N(x̂(t1|t−1 )) −
V∗

N(x̂(t0|t−0 ))|ξ(t0), E0
1 , E0

2 , E1
1 }.

1) For �0 ≤ N case, by constructing the control sequence
u#(t1) = {u∗

�0
(t0), . . . , u∗

N−1(t0), u#
N, . . . , u#

N+�0−1}
with u#

i = κ(x̂i−�0(t1|t−1 )), and then following the sim-
ilar lines presented in [23], we obtain E{V∗

N(x̂(t1|t−1 )) −
V∗

N(x̂(t0|t−0 ))|ξ(t0), E0
1 , E0

2 , E1
1 } ≤ −l(x̂(t0|t−0 ), u∗

0(t0)) +
�0ds, where �0 = λFβ0,N−�0 + λl

∑N−�0−1
i=0 β0,i.

2) For �0 > N case, if t−1 ≤ t0+N, incorporating Lemma 5
and Assumption 4 yields VN(x̂(t1|t−1 )) − V∗

N(x̂(t0|t−0 )) ≤

γ �0−NF(x̂(t0 + N|t−1 )) − V∗
N(x̂(t0|t−0 )) ≤

(γ �0−N − 1)F(x̂∗
N(t0|t−0 )) − l(x̂(t0|t−0 ), u∗

0(t0)) +
γ �0−N[F(x̂(t0 + N|t−1 )) − F(x̂∗

N(t0|t−0 ))], where
|F(x̂(t0 + N|t−1 )) − F(x̂∗

N(t0|t−0 ))| ≤ λFβ0,N−�0‖w‖s.

Similarly, if t0 + N < t−1 , we have
VN(x̂(t1|t−1 )) − V∗

N(x̂(t0|t−0 )) ≤ γ �0−NF(x(t0 + N)) +∑�0−N−1
j=δ1

γ jη‖w‖s − V∗
N(x̂(t0|t−0 )) ≤ γ �0−N[F(x(t0 +

N)) − F(x̂∗
N(t0|t−0 ))] + ∑�0−N−1

j=δ1
γ jη‖w‖s +

(γ �0−N − 1)F(x̂∗
N(t0|t−0 )) − l(x̂(t0|t−0 ), u∗

0(t0)), where
|F(x(t0 +N))−F(x̂∗

N(t0|t−0 ))| ≤ λFλw
∑N+δ0−1

j=0 λ
j
x‖w‖s.

It is worth noting that �1 � γ �0−NλFλw
∑N+δ0−1

j=0 λ
j
x +∑�0−N−1

j=δ1
γ jη ≥ γ �0−NλFβ0,N−�0 . Then, combining the

above two inequalities and taking conditional expectation on
both sides yield the following inequality:

E

{
V∗

N

(
x̂
(
t1|t−1

))− V∗
N

(
x̂
(
t0|t−0

))∣∣ξ(t0), E0
1 , E0

2 , E1
1

}
≤ (

γ �0−N −1
)
F
(
x̂∗

N

(
t0|t−0

))− l
(
x̂
(
t0|t−0

)
, u∗

0(t0)
)+ �1ds.

Step II (Decrement of the Lyapunov Function at Two
Consecutive Successful Transmission Instants of Control
Sequences): In this step, the decrement of the Lyapunov func-
tion will be analyzed separately by recognizing JN(x(t1)) −
JN(x(t0)) ≤ |JN(x(t1)) − V∗

N(x̂(t1|t−1 ))| + V∗
N(x̂(t1|t−1 )) −

V∗
N(x̂(t0|t−0 )) + |V∗

N(x̂(t0|t−0 )) − JN(x(t0))|.
In the following, we only deal with the qc �= qs case, and

the case of qc = qs can be handled similarly.
First, we obtain the inequality E{V∗

N(x̂(t1|t−1 )) −
V∗

N(x̂(t0|t−0 ))|ξ(t0), E0
1 } ≤ ∑N

�0=1
∑�0−1

δ1=0 P�0,δ1 [�0ds −
l(x̂(t0|t−0 ), u∗

0(t0))] + ∑∞
�0=N+1

∑�0−1
δ1=0 P�0,δ1 [(γ �0−N − 1)

F(x̂∗
N(t0|t−0 )) − l(x̂(t0|t−0 ), u∗

0(t0)) + �1ds].
Notice that both (1 − qc)γ < 1 and (1 − qs)γ < 1 imply

(1 − qc)(1 − qs)γ < 1. It can be easily verified that �δ0 �∑N
�0=1

∑�0−1
δ1=0 P�0,δ1�0 +∑∞

�0=N+1
∑�0−1

δ1=0 P�0,δ1�1 < ∞,

and �N = ∑∞
�0=N+1

∑�0−1
δ1=0 P�0,δ1(γ

�0−N − 1) =
[(qs(1 − qc)

N+1)/(1 − (1 − qc)γ )− (qc(1 − qs)
N+1)/

(1 − (1 − qs)γ )][(γ − 1)/(qs − qc)], then we have

E{V∗
N

(
x̂
(
t1|t−1

))− V∗
N

(
x̂
(
t0|t−0

))∣∣ξ(t0), E0
1 }

≤ �NF
(
x̂∗

N

(
t0|t−0

))− l
(
x̂
(
t0|t−0

)
, u∗

0(t0)
)+ �δ0 ds. (37)

Second, by definitions of JN(x(tk)) and V∗
N(x̂(tk|t−k )),

one obtains |JN(x(tk)) − V∗
N(x̂(tk|t−k ))| ≤ (λl

∑N−1
i=0 λi

x +
λFλN

x )‖x(tk) − x̂(tk|t−k )‖s ≤ λ̄N
∑δk−1

i=0 λi
x‖w‖s. We obtain

E

{∣∣JN(x(t1)) − V∗
N

(
x̂
(
t1|t−1

))∣∣
∣∣∣∣ξ(t0), E0

1

}
≤ �1ds (38)

E

{∣∣JN(x(t0)) − V∗
N

(
x̂
(
t0|t−0

))∣∣∣∣∣∣ξ(t0), E0
1

}
≤ �0ds (39)

where �0 = λ̄N
∑δ0−1

i=0 λi
x and �1 = λ̄N

∑∞
δ1=0

∑δ1−1
i=0 λi

xRδ1 .
We can verify that �1 is finite as (1 − qs)(1 − qc)λx < 1.

Incorporating (37)–(39) yields

E

{
JN(x(t1)) − JN(x(t0))

∣∣ξ(t0), E0
1

}
≤ �NF

(
x̂∗

N

(
t0|t−0

))− l
(
x̂
(
t0|t−0

)
, u∗

0(t0)
)+ �3ds (40)

where �3 = �0 + �δ0 + �1.
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By the definition of the conditional expectation, we
obtain E{JN(x(t1)) − JN(x(t0))|ξ(t0)} = ∑∞

δ0=0 E{JN(x(t1)) −
JN(x(t0))|ξ(t0), E0

1 }P{E0
1 }. Due to (1 − qs)(1 − qc)λx < 1, we

have � �
∑∞

δ0=0 Rδ0�3 < ∞.
∑∞

δ0=0 Rδ0�N = �N as �N

does not depend on δ0.
Since F(x̂∗

N(t0|t−0 )) ≤ F(x̂(t0|t−0 )) and N is cho-
sen such that (34) holds, we can easily verify
l(x̂(t0|t−0 ), u∗

0(t0)) − �NF(x̂∗
N(t0|t−0 )) ≥ ρF(x̂(t0|t−0 )) ≥

ρV∗
N(x̂(t0|t−0 )), where ρ � −(�N − (1 + �N)μ) > 0.

From (39) and (40), we have E{JN(x(t1))− JN(x(t0))|ξ(t0)} ≤
�ds − ρV∗

N(x̂(t0|t−0 )) + ρE{JN(x(t0))|ξ(t0)} −
ρE{JN(x(t0))|ξ(t0)} ≤ �̄ds − ρE{JN(x(t0))|ξ(t0)}, where
�̄ = ∑∞

δ0=0 Rδ0 λ̄N
∑δ0−1

i=0 λi
x + � < ∞. Then, it yields

E{JN(x(t1))|ξ(t0)} ≤ (1 − ρ)E{JN(x(t0))|ξ(t0)} + �̄ds. (41)

Step III (Stochastic Stability): In this step, we conclude
the proof based on the previous results. For the state during
time interval (t0, t1), we have the following inequalities by the
similar method in [21], [23]:

�0−1∑
j=0

E

{
‖x(t0 + j)‖s

∣∣ξ(t0), E0
1

}

≤
∞∑

i=N

Qi

i∑
j=N

E

{
‖x(t0 + j)‖s

∣∣ξ(t0), E0
1 ,�0 = i

}

+
N−1∑
j=0

E

{
‖x(t0 + j)‖s

∣∣ξ(t0), E0
1 ,�0 = N

}
(42)

where Qi = [(qsqc)/(qs − qc)][(1 − qc)
i − (1 − qs)

i].
On the one hand, according to the inequality |a + b|s ≤

2s(|a|s + |b|s), we obtain

N−1∑
j=0

E

{
‖x(t0 + j)‖s

∣∣ξ(t0), E0
1 ,�0 = N

}

≤ 2s
N−1∑
j=0

E

{∥∥x(t0 + j) − x̂j
(
t0|t−0

)∥∥s∣∣ξ(t0), E0
1 ,�0 = N

}

+ 2s
N−1∑
j=0

E

{∥∥x̂j
(
t0|t−0

)∥∥s∣∣ξ(t0), E0
1 ,�0 = N

}

≤ 2s

αl
E

{
JN(x(t0))

∣∣ξ(t0), E0
1

}
+ C1ds

+ 2s

αl
E

{∣∣V∗
N

(
x̂
(
t0|t−0

))− JN(x(t0))
∣∣∣∣ξ(t0), E0

1

}

≤ 2s

αl
E

{
JN(x(t0))

∣∣ξ(t0), E0
1

}
+ C2ds (43)

where C1 = 2sλw
∑N−1

j=0
∑j+δ0−1

i=0 λi
x and C2 = C1 + �0. The

third inequality is the direct result of (39).
On the other hand, incorporating with Assumption 3 gives

i∑
j=N

E

{
‖x(t0 + j)‖s

∣∣ξ(t0), E0
1 ,�0 = i

}

≤ 1

αF

i∑
j=N

γ j−N
E

{
F(x(t0 + N))

∣∣ξ(t0), E0
1

}
+ C4ds

≤ C3E

{
F(x(t0 + N)) − F

(
x̂N
(
t0|t−0

))+ V∗
N

(
x̂
(
t0|t−0

))
− JN(x(t0)) + JN(x(t0))

∣∣ξ(t0), E0
1

}
+ C4ds

≤ C3E

{
JN(x(t0))

∣∣ξ(t0), E0
1

}
+ C5ds (44)

where C3 = [(1 − γ i−N+1)/(αF(1 − γ ))], C4 =
(η/αF)[[(i − N + 1)/(1 − γ )] − [(1 − γ i−N+1)/((1 − γ )2)]],
and C5 = C4 + �0 + λFλw

∑N+δ0−1
i=0 λi

x. Substituting (43)
and (44) into (42) gives

�0−1∑
j=0

E
{‖x(t0 + j)‖s

∣∣ξ(t0)
}

≤
∞∑

δ0=0
P

{
E0

1

}[
C6E

{
JN(x(t0))

∣∣ξ(t0), E0
1

}
+ C7ds

]

= C6E
{
JN(x(t0))

∣∣ξ(t0)
}+ C8ds (45)

where C6 = [2s/αl] + ∑∞
i=N QiC3, C7 = C2 + ∑∞

i=N QiC5,
and C8 = ∑∞

δ0=0 Rδ0 C7.
Based on the Markov property of {ξ(tk)}k∈Z0 , (41) can

be directly extended to any time tk ∀k ∈ Z0, then we
have E{JN(x(tk))|ξ(t0)} ≤ (1 − ρ)k

E{JN(x(t0))|ξ(t0)} +
�̄[(1 − (1 − ρ)k)/ρ]ds. Similarly, (45) can also be extended
to
∑�k−1

j=0 E{‖x(tk +j)‖s|ξ(t0)} ≤ C6E{JN(x(tk))|ξ(t0)}+C8ds.

Therefore, we can conclude that
∑�k−1

j=0 E{‖x(tk+j)‖s|ξ(t0)} ≤
C6(1 − ρ)k

E{JN(x(t0)) − V∗
N(x̂(t0|t−0 )) + F(x̂(t0|t−0 ))|ξ(t0)} +

(C6C0/ρ + C8)ds ≤ C10(1 − ρ)k
E{‖x̂(t0|t−0 ) − x(t0) +

x(t0)‖s|ξ(t0)}+C9ds ≤ 2sC10(1−ρ)k
E{‖x(t0)‖s|ξ(t0)}+C11ds,

where C10 = λFC6, C9 = ∑∞
δ0=0 λ̄N

∑δ0−1
i=0 λi

xC6 + C6C0/ρ +
C8, and C11 = C9 + 2sC10

∑∞
δ0=0 λw

∑δ0−1
i=0 λi

xRδ0 .
As mentioned before, the inputs during [0, t0 − 1]

are 0. Based on Assumption 3 and the fact that P{t0 =
ϑ} = qc(1 − qc)

ϑ , we obtain
∑�k−1

j=0 E{E{‖x(tk + j)‖s

|ξ(t0)}|ξ0} = ∑�k−1
j=0 E{‖x(tk + j)‖s|ξ0} ≤ C11ds + 2sC10(1 −

ρ)k
E{‖x(t0)‖s|ξ0} ≤ 2sC10/αF(1 − ρ)k ∑∞

ϑ=0 qc(1 − qc)
ϑ ×

E{F(x(ϑ))|ξ0} + C11ds ≤ 2sC10/αF(1 − ρ)k ∑∞
ϑ=0 qc(1 −

qc)
ϑγ ϑF(x0) + c2ds ≤ c1(1 − ρ)k‖x0‖s + c2ds, where ξ0 =

[xT
0 b(0)T]T, c1 = 2sC10λFqc/αF

∑∞
ϑ=0(1 − qc)

ϑγ ϑ , and
c2 = C11 + 2sC10ηqc/αF(1 − γ )

∑∞
ϑ=0(1 − qc)

ϑ (1 − γ ϑ).
For k ∈ [0, t0 − 1], the upper bound of E{‖x(k)‖s} can be

similarly obtained. These complete the proof.
The above theorem reveals the dependence of the stability

of each system on three parameters: N, qs, and qc. The SAP
demands q̄s and q̄c can then be selected accordingly.

From the proof of Theorem 3, we claim that if the system
is stable with prediction horizon N and SAP demands q̄s and
q̄c, then the system with SAPs satisfying qs ≥ q̄s and qc ≥ q̄c

is also stable. With this claim, the stability can be guaran-
teed under the dual scheduling strategy. To be specific, for
the access strategy of sensors, if the NEP is achieved, the
SAP keeps unchangeable; otherwise, the SAP converges to q̄s

(Theorem 1). In general, this convergence process is negligible
as the NEP can be achieved fairly fast by (17) or (18). For the
scheduling strategy of the central scheduler, we have qc ≥ q̄c

although qc may be time varying.
Remark 8: Different from the proof in [23, Th. 1], the

sequences {x(tk)}k∈Z0 , {x(t−k )}k∈Z0 , and {x̂(tk|t−k )}k∈Z0 in our
settings are non-Markovian, thus challenging the stability anal-
ysis. To address this challenge, we construct an extended state
sequence {ξ(tk)}k∈Z0 with ξ(tk) = [xT(t−k ), bT(t−k )]T, which is
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Markovian as ξ(tk+1) depends entirely on the state ξ(tk) and
is conditionally independent of the history.

Remark 9: For the one-channel packet losses case
(e.g., only control channel is considered) studied in
[21] and [23], a result similar to (34) was developed, that is,
[((1 − qc)

N(γ − 1))/(1 − (1 − qc)γ )] < μ/(1 − μ). In fact,
this inequality is equivalent to (34) with qs = 1, and thus can
be treated as a special case of our result.

Remark 10: The usage of PBMPC relaxes the requirement
of SAPs. Taking a scalar LTI system subject to i.i.d. packet
losses, for example, a necessary and sufficient condition for
mean square stabilizability is (1−qsqc)|a| < 1 (a is the system
pole, and qsqc is the equivalent SAP) [35]. But this condition
is weakened to (1 − min{qs, qc})|a| < 1 (Assumption 3) by
properly choosing N to satisfy (34).

V. NUMERICAL SIMULATIONS

For the ease of presentation and without loss of generality,
we consider four scalar open-loop unstable nonlinear systems
to show the effectiveness of the proposed dual scheduling
strategy under the PBMPC framework

xi(k + 1) = xi(k) + ai sin(xi(k)/5) + ui(k) + wi(k) (46)

where a1 = 1.0, a2 = 0.4, a3 = 0.2, a4 = 0.6, wi ∈
[−0.1, 0.1] is the bounded random disturbance, and ui(k) is
the control input with constraint |ui(k)| ≤ 2.0. Suppose that
system 1, system 2, and system 3 begin to operate at time
k = 0, system 2 leaves the channel at time k = 1000, and a
new system 4 joins the channel at time k = 2000. The initial
states are x1(0) = x2(0) = 10 and x3(0) = x4(2000) = −10.

Suppose that the measurement and control channels are
modeled as block-fading additive white Gaussian noise chan-
nels and the digital communication uses binary-phase shift
keying transmission. The PRP Pi(h) [including Psi(h) and
Pci(h)] then takes the following form [28]:

Pi(h) =
(∫ √

hζi

−∞
1√
2π

e−t2/2dt

)bi

. (47)

The local channel gain denoted by hsi is available to each
sensor i and the full channel gains {hci, i = 1, 2, 3, 4} are
also available to the central scheduler. We also assume that
hsi and hci follow the exponential distribution with parameters
λs1 = λc1 = 0.8, λs2 = λc2 = 1.2, λs3 = λc3 = 1.8, and
λs4 = λc4 = 1.0. The packet length of state packet is bsi = 8
bits and control packet is bci = 8 × Ni bits, where Ni is the
prediction horizon of system i that needs to be determined.
The transmit powers for each sensor and controller are given
by ζsi = 25 and ζci = 40, i = 1, 2, 3, 4.

For the design of control scheme, we choose the stage cost
function and the terminal cost function as li(x) = ‖x‖ and
Fi(x) = 2‖x‖, and then Assumptions 2 and 3 can be satis-
fied with αFi = λFi = 2, λwi = λli = αli = s = 1, and
λxi = 1 + ai/5. Assumption 4 is satisfied with the terminal
controller κi(x) = −ai sin(x/5) − x(2 − ai)/(|xi(t0)| + 20) and
Assumption 5 holds with γi = 1 + ai/5 and ηi = 1.

We first determine the SAP demands for each system such
that (1 − q̄si)γi < 1. Specifically, let q̄s1 = 0.2, q̄s2 = 0.11,

Fig. 4. Update of access probability psi(k) for each sensor computed by the
best-response dynamic (17) or better-response dynamic (18) with β = 0, and
the update of the realted threshold level h̃si(k) of the access strategy.

Fig. 5. Comparison of the SAPs obtained by i.i.d. scheduling (solid lines),
threshold strategy with fixed priority (solid points), and threshold strategy
with random priority (empty circles).

q̄s3 = 0.07, q̄s4 = 0.14, and q̄ci (i = 1, . . . , n) are selected a
bit larger than q̄si, then the inequalities (1−q̄si)(1−q̄ci)λxi < 1
and (34) are satisfied with N1 = 10 and N2 = N3 = N4 = 12.
From Theorem 3, the stability of each system is guaranteed.

The simulation results are illustrated in Figs. 4–7.
1) The strategy update mechanism (17) or (18) with ini-

tial access probabilities p0
si = q̄si (i = 1, 2, 3, 4) is

performed every 100 time slots (M = 100), and the
simulation results are shown in Fig. 4. We observe that
the access probabilities quickly converge to NEP. Note
that the access probability is not large and the corre-
sponding threshold is large such that PRPs Psi(h̃si) are
very close to 1. This leads to Hi(psi) = psi = H−1

i (psi)

and in turn yields the equivalence between the best-
response dynamic (17) and better-response dynamic (18)
with β = 0. The threshold of the access strategy h̃si(k) is
also shown in Fig. 4. Because of the exponential distri-
bution and psi = ∫∞

h̃si
osi(h)dh, the analytical expression

of h̃si can be written as h̃si = −ln(psi)/λsi.
2) Given the access probability of each controller by (20),

we make a comparison of SAPs obtained by i.i.d.
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Fig. 6. State responses with packet-based compensation. The blue line is
obtained by PBMPC and the red line is obtained without active compensation.

Fig. 7. Actual control input with packet-based control compensation.

strategy (21), threshold strategy with fixed priority,
and threshold strategy with random priority. It can be
observed that the threshold strategy with fixed priority
is superior to the i.i.d. scheduling expect for the system
with minimum priority, whose SAP can be increased
to some extent by the threshold strategy with random
priority.

3) Figs. 6 and 7 show the state responses and the actual
control inputs of the four systems based on the dis-
tributed access mechanism for each sensor, threshold
strategy with random priority for each controller, and
PBMPC algorithm. We observe that all systems are
stable and the control constraints are all satisfied.

4) To show the superiority of the PBMPC scheme, we
conduct a comparison simulation where the auxiliary
control law κi(x) is applied in the absence of any con-
trol compensation. The results are shown in Fig. 6. All
states of the four systems do not approach to the origin.
Indeed, the equivalent packet loss probabilities are high
(1 − qsiqci, i = 1, . . . , 4), and all systems operate for a
long time in an open-loop manner.

VI. CONCLUSION

The scheduling and control of wireless cloud control
systems are investigated, where multiple control systems are

involved. A dual scheduling strategy is proposed under the
PBMPC framework. It is shown that the channel-aware thresh-
old scheduling strategy is optimal for each sensor, which
guarantees efficient NEP. The stability of the control systems
can be ensured by choosing the appropriate prediction horizon
and the SAP demands of sensors and controllers.

APPENDIX A
PROPERTIES OF Hi(psi)

Lemma 7: Consider the function Hi(psi) defined in (14), we
have the following facts.

1) Hi(psi) is a continuous, strictly increasing, and concave
function with Hi(0) = 0.

2) Hi(psi) = ∫ psi
0 Psi(h̃si(p))dp.

3) Hi(psi) ≤ psi ≤ H−1
i (psi).

4) psi/Hi(psi) is an increasing function with respect to psi.
Proof:
1) Denote h̃−1

si (.) as the inverse function of h̃si(.)

and h̃−1
si (∞) = 0. Let p = h̃−1

si (h), then (14)
can be rewritten as Hi(psi) = − ∫ psi

0 osi(h̃si(p))

Psi(h̃si(p))[(dh̃si(p))/dp]dp, where [(dh̃si(p))/dp] =
−1/osi(h̃si(p)). Obviously, we have Hi(0) = 0.
Differentiating both side with respect to psi yields
H′

i(psi) = Psi(h̃si(psi)) > 0, which implies that Hi(psi) is
a strictly increasing function. Furthermore, Psi(h̃si(psi))

is a decreasing function with respect to psi, that is,
Hi(psi) is concave.

2) Making a change of variable by means of a substitution
h = h̃si(p) obtains the result directly.

3) From 1), we see that Hi(psi) ≤ psi since Psi(h̃si(p)) ≤ 1.
As shown previously, Hi is a strictly increasing contin-
uous function, so is its inverse function H−1

i . Hence,
it follows that H−1

i (Hi(psi)) ≤ H−1
i (psi), that is, psi ≤

H−1
i (psi).

4) Taking the differentiation with respect to psi,
we have (psi/[Hi(psi)])′ = [(

∫ psi
0 Psi(h̃si(p))−

Psi(h̃si(psi))dp)/(H2
i (psi))] ≥ 0. This inequality

holds because Psi(h̃si(p)) is decreasing with respect
to p.

APPENDIX B
PROOF OF LEMMA 1

Assume by the way of contradiction that the strategy profile
π∗

s is a best-response strategy but not the threshold strat-
egy. That is, there exists an index i such that π∗

si(h) is
not a threshold strategy. For sensor i, the access probabil-
ity psi = ∫∞

0 π∗
si(h)osi(h)dh achieves the minimum, and the

constraint
∫∞

0 π∗
si(h)osi(h)Psi(h)dh

∏
j �=i(1 − psj) ≥ q̄si is met.

We construct a new strategy profile (zsi(h̃si),π
∗−si), where

zsi(h̃si) is a threshold strategy with the threshold h̃si determined
by the following equation:

∫∞
h̃si

osi(h)Psi(h)dh = ∫∞
0 π∗

si(h)osi(h)Psi(h)dh (48)

where h̃si always exists since the right-hand side of (48) is not
greater than

∫∞
0 osi(h)Psi(h)dh.

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on May 21,2022 at 00:22:30 UTC from IEEE Xplore.  Restrictions apply. 



2748 IEEE TRANSACTIONS ON CYBERNETICS, VOL. 52, NO. 5, MAY 2022

As π∗
si is not a threshold strategy, we have π∗

si(h) ≤ 1. Due
to the fact that Psi(h) is a strictly increasing function, we have

∫ h̃si
0

π∗
si(h)osi(h)

(
Psi(h) − Psi

(
h̃si

))
dh < 0

∫∞
h̃si

(
1 − π∗

si(h)
)
osi(h)

(
Psi

(
h̃si

)
− Psi(h)

)
dh < 0.

Then, (48) implies that
∫∞

h̃si
osi(h)dh − ∫∞

0 π∗
si(h)osi(h)dh =

[1/(Psi(h̃si))][
∫∞

h̃si
(1 − π∗

si(h))osi(h)Psi(h̃si)dh −∫ h̃si
0 π∗

si(h)osi(h) × Psi(h̃si)dh] < [1/(Psi(h̃si))][
∫∞

h̃si
(1 −

π∗
si(h))osi(h)Psi(h)dh − ∫ h̃si

0 π∗
si(h)osi(h)Psi(h)dh] = 0. This

equation means that zsi(h̃si) is a lower cost strategy, and thus
contradicts the optimality of π∗

s .
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